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Decision making supported by machine 
learning can have unwanted bias

2



“Non-traditional” fairness use cases

Infrastructure rollout by telecommunications providers

Selecting people to check at retail self-checkouts 

Tree-planting decisions by forest managers

Delinquency collections

Recommendations in fantasy football
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Trustworthy AI is not just about bias



Do you trust 
Eliud Kipchoge 
to run fast?
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Competent (October 12, 2019)
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Reliable
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2013 Hamburg Marathon 1st 2:05:30

2013 Berlin Marathon 2nd 2:04:05

2014 Rotterdam Marathon 1st 2:05:00

2014 Chicago Marathon 1st 2:04:11

2015 London Marathon 1st 2:04:42

2015 Berlin Marathon 1st 2:04:00

2016 London Marathon 1st 2:03:05

2016 Summer Olympics 1st 2:08:44

2017 Berlin Marathon 1st 2:03:32

2018 London Marathon 1st 2:04:17

2018 Berlin Marathon 1st 2:01:39

2019 London Marathon 1st 2:02:37

2020 London Marathon 8th 2:06:49

NN Mission Marathon 1st 2:04:30

2020 Summer Olympics 1st 2:08:38



Open
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Selfless
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Attributes of trustworthiness

IBM Research / Inventing What’s Next / © 2021 IBM Corporation 10

Source Attribute 1 Attribute 2 Attribute 3 Attribute 4

trustworthy 
people

Mishra competent reliable open concerned

Maister et al. credibility reliability intimacy low self-
orientation

Sucher and Gupta competent use fair means to 
achieve its goals

take responsibility 
for all its impact

motivated to 
serve others’ 
interests as well 
as its own

trustworthy AI

Toreini et al. ability integrity predictability benevolence

Ashoori and Weisz technical 
competence reliability understandability personal 

attachment

accuracy distributional 
robustness; 

fairness; 
adversarial 
robustness

explainability; 
uncertainty 

quantification 
transparency; 

value alignment

social good; 
empowering



explainability fairness generation

AI Fairness 360AI Explainability 360

Causal Inference 360

value alignment

Trusted Generation 360

causality and constraint-aware learning are important in their own right and also as foundations for the pillars of trust above

once the test results have been computed, these facts can be collected, reported and reasoned about

all elements of trust should be tested and reported with error bars

AI FactSheets 360

Diffprivlib

VerifAI

robustness

transparency

testing uncertainty quantification

causal modeling

Adversarial Robustness 360

Uncertainty Quantification 360

consulting practice human-computer interaction

constraint-aware learningto
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DQAI FreaAI

governance

transparent documentation and eliciting societal values and preferences from policymakers are critical for AI governance
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“The toughest thing 
about the power of 
trust is that it’s very 
difficult to build and 
very easy to destroy.”

—Thomas J. Watson, 
Sr., CEO of IBM
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No shortcuts
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No shortcuts in inclusion
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Don’t take shortcuts anywhere in the AI lifecycle
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problem 

specification

data 

understanding

data 

preparation

modeling

evaluation

deployment and 

monitoring

problem 

owner

AI 

operations 

engineer

model 

validator

data 

scientist

data 

engineer

diverse 

stakeholders



No shortcuts in problem 
specification

Take advice from a panel 
of diverse voices
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No shortcuts in data 
understanding and preparation
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construct space observed space raw data 

space

social bias population bias
data preparation 

bias

data poisoningtemporal bias

measurement sampling
data preparation

prepared data 

space



No shortcuts in modeling
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No shortcuts in modeling
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pre-processing pre-processed 

dataset
training dataset

model training
initial model

post-processing
final model

distributional robustness
adversarial robustness

fairness
explainability

uncertainty quantification

domain adaptation
data sanitization

bias mitigation pre-processing
disentangled representations

data uncertainty

domain robustness
gradient shaping/adversarial training

bias mitigation in-processing
directly interpretable models

model uncertainty

patching
bias mitigation post-processing

post hoc explanations
total uncertainty



Explanation: A 
justification for a 
machine learning 
prediction
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Explainability

Use master pages to ensure 
consistency throughout your 
presentation. 

– With the variety of layout solutions, one or more 
layouts should work to showcase your content. 

– Using this template will help avoid overly dense 
pages and fonts that are unreadable. This will 
present a more unified look across presentations.

– Master layouts are grouped by background color: 
black and light gray. 

– Each master group includes 32 page designs for 
you to choose from. 
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Unwanted bias
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places privileged 
groups at 
systematic 
advantage
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and unprivileged 
groups at 
systematic 
disadvantage.
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Where does unwanted bias 
come from?

Problem misspecification.

Data engineering.

Prejudice in historical data.

Undersampling.

IBM Research / Inventing What’s Next / © 2021 IBM Corporation 26



Adversary: 
Malicious actors 
trying to meet 
their own goals
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Adversarial robustness

28

Detecting, preventing, and 
certifying against attacks by 
malicious adversaries.

Pushing AI to its limits as a test.
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UQ: Does the 
model know 
when it doesn’t 
know?
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Uncertainty quantification in skin disease diagnosis
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No shortcuts in evaluation

Take advice from a panel 
of diverse voices
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No shortcuts in monitoring
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AI FactSheets for transparency 
throughout development
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Don’t take shortcuts anywhere in the AI lifecycle
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Roots and wings
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Our wings to you: open-source toolkits

AI Fairness 360 http://aif360.mybluemix.net/

AI Explainability 360 http://aix360.mybluemix.net/

Adversarial Robustness 360 http://art360.mybluemix.net/

Uncertainty Quantification 360 http://uq360.mybluemix.net/

AI FactSheets 360 http://aifs360.mybluemix.net/

Causal Inference 360 https://cif360-dev.mybluemix.net/
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explainability fairness generation

AI Fairness 360AI Explainability 360

Causal Inference 360

value alignment

Trusted Generation 360

causality and constraint-aware learning are important in their own right and also as foundations for the pillars of trust above

once the test results have been computed, these facts can be collected, reported and reasoned about

all elements of trust should be tested and reported with error bars

AI FactSheets 360

Diffprivlib

VerifAI

robustness

transparency

testing uncertainty quantification

causal modeling

Adversarial Robustness 360

Uncertainty Quantification 360

consulting practice human-computer interaction

constraint-aware learningto
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transparent documentation and eliciting societal values and preferences from policymakers are critical for AI governance
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Thank you

Kush R. Varshney
Distinguished Research Staff Member and Manager
—
krvarshn@us.ibm.com
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