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Argumentation mining tasks:

* Segmentation: detect the boundaries of argumentative
components

 Component Classification: |label the components according
to their type (es: claim/premise)

 Link prediction: identify the (pairwise) relations between
components

* Relation Classification: label such links (es: support/attack)
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Argumentation mining tasks:

VALUE Debt collectors are very knowledgable in what they do. GB
TESTIMONY  We are professionals.

REASON

But debtors are not stupid and should be expected to do their own
research and educate themselves to participate in their defense. :
REASON

VALUE

VALUE Why should a creditor have to explain to a debtor how to avoid paying their debt.
POLICY By the time it's reached litigation, those conversations should have already occured

and the debtor should be ready to offer his defense without

POLICY being "taught” by the person to whom he owes money. REASON

Niculae et al., 2017
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Cornell eRulemaking Corpus (CDCP)

e 731 unstructured documents * Component labels heavily

unbalanced:
Component label distribution

* 4,779 propositions
* Avg: 6.5 per document

» 43,384 potential directed links ot |
e Avg: 59.3 per document 6%
» 1,338 directed links: 3% gﬁﬁw

* Avg: 1.8 per document
* 97% “reason” labelled links W
* 3% “evidence” labelled links

Niculae et al., 2017 mvalue mpolicy mtestimony © fact mreference
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State-of-the-Art: Structured Learning

Structured learning framework that jointly classifies all the propositions in a document and
determines which ones are linked together

Factor graphs:
e Use first-order and second-order factors

* Relies on a great amount of complex features: lexical, structural, indicators, contextual, syntactic,
probability, discourse, embeddings...

* The argumentative model can be imposed

Obtained state-of-the-art results also on another dataset:

UKP Argument Annotated Essays, version 2 (Stab and Gurevych, 2017)

Niculae et al., 2017
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Our Approach

Multi-objective learning: all tasks are learnt and performed at the same time
Component Classification, Link prediction, Relation Classification

Local classification: only two propositions are considered at the same time

Minimal set of features, so as to make the approach:
* Domain, model and language agnostic

* Computationally lightweight at pre-process time

Features:
* Pre-trained GloVe embeddings of the words

* Binary encoding of the argumentative distance between pairs of propositions

* 10 bits to encode positive and negative distances from -5 to +5
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Architecture Csae | [ twser | [ pitance |
153 x 300 | | 153 x 300 10

Inputs Deep Embedders
* GloVe embeddings of two propositions: 153 x 300 | - | 153 x300

the source and the target of the potential Dense Encoding

Ilnk 15 x 50 | ! 15x50
* Encoded distance ST

50 50

Outputs y 110
* Propositions labels Residual Network
* Link prediction (true/false) +|| ,,ZIDI 3
* Link label Classifiers

S 5 0 >
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Residual Neural Networks (ResNets)

Deep neural network architecture [ Input ]
Core idea: create shortcuts that link . | Hiddentayers
neurons belonging to distant layers 2 ! 5
Tg Hidden Layer 2 E
S 1 5
RGSUltS' 2 Hidden Layer 3
* speedier training phase
. . Sum
* train networks with a very large

number of layers

[ Output ]

He et al., 2016
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ArCh ItECtu re Source ] [ Target [ Distance ]
153 x300 | | 153 x 300 10
I
2 Deep Embedders: train new embeddings Deep Embedders
. 153 x 300 153 x 300
Residual networks that apply the same Sl e
transformation to each GloVe embedding, Dense Encoding
mapping each embedding in a new one 15x50 | | 15x50
LSTM
Dense Encoding: reduce dimensionality 50 50
| 110

Reduce both spatial and temporal dimension Residual Network

through a dense layer and a time average- 20
. h J ¥ ¥

pooling layers |1

Classifiers

oS (5 ¥ >
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Architecture e | [ tw | [ Disnce |
153 x 300 | | 153 x 300 10

Bi-LSTM Deep Embedders

Creates an embedding of the propositions 153 x300 | - | 153 x300

Dense Encoding

Residual Networks

Elaborates the propositions embeddings and 15x50 | } 15x50
the distance encoding LSTM

50 50
3 Classifiers [ 110
Softmax layers that act in parallel, providing the Residual Network
probability distribution among the classes 20
The link-prediction is obtained from the relation sl
classification [laggers

S 5 0 >
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F1 scores and F1 macro averaged scores Deep Baseline Deep Residual  Structured
Metric LG PG LG PG SVM RNN
Average (Link and Proposition) 33.18 4288 47.28 46.37 50.0 43.5
Link (272) 22.56 2245 29.29 20.76 26.7 14.6
Proposition (973) 43.79 6331 6528 7199 7385 727

VALUE (491) 7377 7445 72,19 7324 764 73.7

POLICY (153) 73.85 76.09 7436 7643 77.3 76.8

TESTIMONY (204) 71.36 6598 7286 68.63 717 75.8

FACT (124) 0 0 40.31 41.64 425 422

REFERENCE (1) 0 100  66.67 100 100 100
Relation (272) 11.68 11.52 1501 10.31

REASON (265) 23.35 23.04 30.02 20.62

EVIDENCE (7) 0 0 0 0
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Results

The residual architecture outperforms the baseline

Our approach outperforms the state-of-the-art in the link
prediction task

The Structured SVM is still better at joint tasks of Component
Labelling and Link Prediction

The performance for Relation Classification is poor
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Error AnalySIS ResNet Predicted
LG P F T V R
Our misclassification errors for P|0.76]0.06|0.01{0.17[0.00
Components Labelling are similar to o —{29019429989.2415.5
= T10.00|0.06|0.75|0.18]0.00
the state-of-the-art Structured SVM. vio.o7lo.12/0.10 B0 .00
R|0.00(0.00(0.00]0.00}|1.00

Structured Predicted

SVM full P F| T ] V]| R
0.76/0.05|0.04(0.16/0.00
0.04/0.44|0.10(0.42]0.00
0.01/0.06|0.72(0.21]0.00
0.05/0.11|0.08(0.76]0.00
0.00/0.00|0.00({0.00(1.00

True
Tl==I1Hd|7m|TO
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Conclusion

Our architecture outperforms the non-residual baseline and
the state-of-the-art on a difficult dataset

* Without relying on any complex feature or on the document context

Hopefully, it would be easy to integrate this architecture in a
more structured and constrained framework

We plan to extend the analysis to other datasets, and
integrate other neural architecture components (such as
attention)



Thank you for your attention
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Details: Experimental setup

Loss Function:
* Misclassification error on Source, Target and Link labels
* L2 regularization factor

Early stopping:
* Validation split: randomly chosen 10% of training documents
e Stopping criterion: no improvement on macro F1 score for 200 epochs

* Two trainings: Link Prediction guided (LG) and Proposition Classification guided
(PG)

Baseline: similar architecture without residual connections in its final part
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Details: Argumentative Distance

Position of the source proposition relatively to the target proposition, in terms of
number of propositions (capped at +5 and -5)

5 bits to indicate positive argumentative distances and 5 to indicate negative ones

The number of consecutive bits is the absolute value of the argumentative distance

The Hamming distance between two encodings is the absolute value of the difference between
two argumentative distances

Proposition P1 P2 (source) P3 P4 P5

Argumentative

. -1 1 2
Distance 0 3

Si(<ele[3f: 00001 00000 00000 00000 00000 10000 00000 11000 00000 11100
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Details: Component Classification

Proposition are classified multiple times, both as source and target
To classify a proposition, the average score for any possible label is considered

Example:

In a document that contains just two propositions P1 and P2, P1 is classified as
follows:

mm-m- 0 m-m-

Source of

Target of

I Y S 3 T T
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Details: Link Prediction and Relation Classification

In order to make the class distribution for Relation Classification less unbalanced,
the inverse relations are considered. So the classes are:
None (93.8%), Reason (3.0%), inv_Reason (3.0%), Evidence (0.1%) , inv_Evidence (0.1%)

The probability scores for the Link Prediction are derived as the sum of the Relation
Classification probability scores

Relation
Classification

Reason | Evidence | inv_Reason | inv_Evidence | None

Link
Prediction

True False
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